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ABSTRACT

Musical notation can be described as an abstract language
that composers use so that performers may interprets a
score. Such notation comes before interpretation, is re-
producible, and although it contains hints targeted at the
performer on how to interpret, the actual performance is
uniquely situated in time and space. The only way to
record and re-experience a sound performance is to use
microphones, which transform acoustic waves into an elec-
trical signal and usually lose at least some spatial dimen-
sion in the process. This may be hindering in the field of
experimental music, where physical limits of sound mate-
rial may be put to the test. In this short paper, we discuss
how motion capture could be an alternative to, or an ex-
pansion of the acoustic recording of a performance involv-
ing movement. By recording the performer’s movements,
some of the dimensions that make their interpretation sin-
gular (i.e., character, accentuation, phrasing, and nuance)
are retained. A method capturing sound through movement
may be interesting in the context of sound synthesis with
deep learning and hold potential advantages over current
methods using MIDI or acoustic, which either lack dimen-
sions or are very sensitive to noisy data. We briefly discuss
rational, practical, and theoretical foundations for the de-
velopment of potentially innovative outputs.

1. INTRODUCTION

Traditionally, musical notation serves as a common, ab-
stract language for musical composition that doesn’t spec-
ify all aspects of musical performance. In a second time,
various performers must seize this coded language and
make various choices during the interpretation phase. It’s
a vector between different humans involved in the cre-
ation and interpretation of sound. The actual performance,
which is situated in time and space, cannot be notated in
such an abstract way; it can merely be recorded as an
acoustic output: The acoustic waves are converted into an
electrical signal by a transducer before it is sampled in
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order to be encoded digitally. During live performances,
many of the spatial qualities of sound are usually lost in
the process, because microphones typically capture sound
stemming from various sources and merge them. In a stu-
dio setting, this is avoided by recording every instrument
separately. Altogether, the acoustic recording process is
currently the only format through which a performance and
the interpretation it embodies are captured in order to be
replicated afterwards.

2. MOVEMENT SONIFICATION WITH MOTION
CAPTURE

Current advances in computer vision algorithms make it
possible to capture and record the motion of a performer
(whether hands, face, or whole body) in real time with
great levels of accuracy, thus capturing different dimen-
sions than those recorded by a microphone. By doing so, it
is possible to capture the source impulse that yields the dis-
tinctiveness of a performance rather than its mere output,
as is the case with acoustic recording. As early as 1938,
Alexander Truslit’s [1] used a rudimentary motion capture
system to elaborate his theory on the gestural quality of
musical interpretations. He researched the relationship be-
tween the motion of music and the perceptual processes
of the audience. Wöllner [2] investigated Truslit’s hypoth-
esis by recording and comparing free movements and in-
structed movements and asking participants to determine
which sound they had produced in a self-other recognition
task. Motion recording has the potential to capture some
of the subtle and sensory dimensions that make it an in-
terpretation singular: character (the general hue given to
the expression of a piece), accentuation (Agogik), phras-
ing, and nuance. It results in a type of numerical nota-
tion that can only be read by machines in order to re-enact
a performance at a later stage. As such, capturing the
performer’s movement represents an interesting alternative
method to acoustical recording for the technical repeata-
bility of a performance. In fact, it may prove a particularly
fitting method in some cases. It can be used for the auto-
matic notation of improvised music without the need for
post-hoc transcription, which usually doesn’t do justice to
the creativity of the exercise. If the instruments used by the
performers are digital, then every unit of a similar model
is identical, and the parameters used can be reproduced.
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Figure 1. Once recorded by a MaxMSP program, the per-
formers’ movements can be played again and sonified with
the same synthesizer. Provided a similar setup, there is no
difference between the sounds produced during the origi-
nal performance or its re-enactment.

The conditions under which the performer’s movements
are turned into sound (including the spatial setup) can be
faithfully reproduced across different places and times. In
the case of experimental music, the spatial qualities of the
sound are critical to ensuring proper perception, and acous-
tic recording systems can sometimes reach their physical
limits. In specific cases where digital musical instruments
can be parameterized in absolutely identical ways, record-
ing a performance through motion capture may be equiva-
lent to “higher-dimensional MIDI data” and enable a more
naturalistic reproduction of the sound produced by the per-
formance. Each instrument has its own specificity, and an
approach based on motion recording may prove interesting
in various situations.

3. USE CASE: DANCE IMPROVISATION
SONIFICATION

The use of motion capture in combination with dance and
movement sonification is the object of multi-disciplinary
research and encounters a variety of applications in
data sonification and gesture interfaces, and it is ob-
served through frameworks such as affective comput-
ing [3]. Movement sonification fosters new perspectives
for practice-based artistic research [4], and it is an effec-
tive setup to achieve emotion-to-sound translations and is
investigated by composers and sound designers to commu-
nicate affective information [5]. Movement sonification is
often used to expand motion natural acoustics, and there
are many ways to transform movement data into sound [6].
Real-time movement sonification has also been used in the
field of gestural rehabilitation [7].

Figure 2. Screen capture of the performer wearing the mo-
tion capture suit and improvising with real-time auditory
feedback. A video of the setup is visible at the following
link: vimeo.com/783283941

We experimented with motion capture and movement
sonification during an artistic research residency at the
Institute for Computer Music and Sound Technology in
2020. We created a series of simple synthesizers with
MaxMSP controlled by body motion through the use of
a large motion capture system. The distance between the
performer’s hands and feet controlled simple sine-wave os-
cillators, while their X and Y position in the room con-
trolled additional granular synthesizers. We recorded ses-
sions during which a dancer performed various improvised
choreographies intuitively, guided only by real-time sonifi-
cation feedback. This type of auditory feedback has a pos-
itive influence on perception and motor movement, such
as weight distribution, joint angles, and jumps are recog-
nized through sound. By practicing, someone can deter-
mine through sound whether a complex movement was
correctly executed. [8]. Our synthesizers were designed
to turn specific types of movement into simple sounds. As
such, re-enacting the performance by re-playing the mo-
tion data sequence produces rigorously similar outputs as
the actual performance did, if the track is played on sim-
ilar hardware, somehow inverting the notational process:
from the performer to the composer. The motion capture
data kept idiosyncrasies, which in this context are an oper-
ationalization of the concept of interpretation. Under dif-
ferent circumstances, the method could possibly be used
to capture the hand movements of a pianist [9] and en-
capsulate some usually hidden dimensions of interpreta-
tion in this particular type of machine notation. However,
the gestures we experimented with have a particular type
of expressiveness, and the method might be only suited to
the context of emerging virtually-controlled music perfor-
mance [10].

4. DISCUSSION

We ask ourselves whether data captured while playing
an instrument based on body movements may open in-
teresting perspectives in the field of sound synthesis with
deep learning. To our knowledge, movement sonification
and movement capture have not been used to train deep-
learning models for sound synthesis. Current methods ei-
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ther rely on the use of musical notation data (i.e., sequences
of notes) or on the use of sampled audio data formats. As
mentioned earlier, both have limitations:

• In the case of synthesis of musical notation data (i.e.
MIDI), new sequences are generated by using recur-
rent neural networks (i.e., LSTM), which are good
at memorizing past states of sequential data. Out-
puts take the form of new sheet music. The ad-
vantages is that it produces “clean” data, while the
main drawback is that the data contains few dimen-
sions and doesn’t encapsulate any of an interpreta-
tion’s dimensions. Synthesis based on musical no-
tation has famously been used by smartphone com-
pany Huawei to “complete” Schubert’s Symphony
No. 8, although the result was deemed unsatisfac-
tory [11].

• In the case of audio file data synthesis, it is usually
transformed into graphical data first (i.e., Mel spec-
trograms) and processed with computer vision algo-
rithms which synthesize new spectrograms. These
are then translated back into sound samples, and the
result is usually extremely sensitive to the quality
of the recording. The advantage of this approach is
that it may encapsulate human interpretation dimen-
sions, but the drawback is that it produces very noisy
outputs. Unless training on uncompressed data of
sounds recorded in an anechoic chamber with close-
to-perfect conditions, results are still far from satis-
factory.

We formulate the hypothesis–without being able to an-
swer it as of now–that using motion capture data whose
recorded movements produced consistent sounds could be
an interesting approach to training a model capable of gen-
erating new sequences, using the same techniques as mu-
sical notation synthesis (LSTM or Transformer architec-
tures), while encapsulating dimensions that are related to
the interpretation as represented in the training data. It
would benefits from the advantages of both mentioned
methods: clean, notation-based outputs and the encapsula-
tion of interpretation dimensions. It would also avoid their
pitfalls: unlike most notation systems, motion capture data
would retain multiple dimensions related to the singular-
ity of an interpretation, while remaining immune to noise
in the training data the way sound synthesis through spec-
trogram is. It may also be that some other unsuspected
sensitive dimensions would be lost in translation. This pa-
per makes no claim as to the actual results yielded by this
approach. Rather, it proposes to lay down and discuss ra-
tional, practical and theoretical foundations for future de-
velopment of a system aimed at innovative outputs in the
field of sound synthesis with deep learning.
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